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g Universidad Politécnica de Madrid (UPM), E.T.S. Ingenieros de Caminos, Canales y Puertos, Departamento de Ingeniería Civil: Hidráulica, Energía y Medio Ambiente, 
Unidad Docente Ingeniería Sanitaria, c/ Profesor Aranguren, s/n, Madrid ES-28040, Spain   

A R T I C L E  I N F O   

Keywords: 
Solar disinfection (SODIS) 
E. coli inactivation 
Static model 
Dynamic simulation 
Water treatment 

A B S T R A C T   

In this study, the possibility of predicting the efficacy of Solar water disinfection (SODIS) for the removal of 
bacterial pathogens was assessed by the development of a three-level plan: firstly, systematic E. coli inactivation 
was performed (in vitro) in Lake Geneva water, under otherwise controlled conditions of water temperature 
(20–50 ◦C), sunlight intensity (0–1200 W/m2), presence of natural dissolved organic matter (DOM, 0–6 mg/L) 
and turbidity (0–50 NTU). As a second step a kinetic evaluation led to the selection of the most relevant pa
rameters to be included in a novel static and dynamic model theoretical formulation. The static and dynamic 
models reliably described the experimental findings (bacterial inactivation under various climatic conditions) 
and were considered as equally eligible candidates for disinfection modeling. The final step considered ambient 
temperature, incident radiation and cloud-cover data to forecast (in silico) SODIS efficacy in Africa as a case 
study. The simulation results were compared with the experimental data and indicated that most African regions 
are suitable for SODIS processes, but there are areas of risk correlated with climatological conditions (cloud- 
cover and temperature). The results of this study could be applied for regional in decision-making strategies for 
application of SODIS or in the search for viable alternatives to SODIS in cases where it is deemed unsuitable.   

1. Introduction 

Solar water disinfection (SODIS) is a World Health Organization 
(WHO)-accepted process for the treatment of biologically contaminated 
water, specifically targeting waterborne pathogens and their inactiva
tion before its consumption [1]. By definition, it uses the action of 

sunlight in a process that has been intuitively known for many years but 
only systematically practiced over the last 30 years [2]. This method has 
been proposed as a solution in emergency situations or as a permanent, 
viable alternative to chlorination, filtration or boiling, for resource-poor 
settings in low-to-middle-income-countries (LMICs), especially in iso
lated regions. The abundantly available sunlight in the majority of 

Abbreviations: DHI, Diffuse Horizontal Irradiation; DNI, Direct Normal Irradiation; DOM, Dissolved Organic Matter; GHI, Global Horizontal Irradiation; IR, 
Infrared; NOM, Natural Organic Matter; PET, Polyethylene terephthalate; RSE, Residual Standard Error; SODIS, Solar Disinfection; TIR, Total Incident Radiation; 
TOC, Total Organic Carbon; UV, Ultraviolet; VIF, Variance Inflation Factor; WHO, World Health Organization. 
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LMICs can provide sufficient disinfecting potential, despite the possible 
complications that changeable weather conditions might cause [3]. 

The practice of SODIS is simple and consists solely of filling a 
transparent container with available water and exposing it to direct 
sunlight for 1 day. However, the mechanisms that govern the process are 
more complicated than first appear and are a matter of intense investi
gation. In brief, UVA has well documented efficiency in the inactivation 
of key components of cells [4,5] and result in the production of an excess 
of oxidative species, such as H2O2 [6] and Fe [7]. An intracellular photo- 
Fenton process can be also be initiated which is fatal to the cell [8,9]. 
Recently, the inactivation of key enzymes was observed as a critical 
component in SODIS [10] and the long-proposed synergy between heat 
and light [11] was quantified [12] and verified in field tests in a series of 
reactors [13]. Nevertheless, other more parameters must affect the 
global outcome of the process, which can be accounted for by the 
observed residual error in the aforementioned models. Dissolved organic 
matter (DOM) or ionic composition have been proposed as possible 
candidates [14–16]. In addition to the irradiance and temperature of the 
water [11,17–21], a systematic study of key parameters is necessary to 
complement the current literature. 

The complexity of the pathways leading to disinfection have initiated 
a separate sub-field of investigations dedicated to modeling the inacti
vation process, as a means of describing and predicting the outcome of 
solar exposure on the degree of inactivation achieved. The most com
mon approach deals with the characterization of disinfection curves, 
adapting mathematical expressions from adjacent disinfection fields, 
such as food sterilization by heat or UV [22]. The model expressions 
usually applied are the (modified) Chick-Watson, the Hom or similar 
type of empirical model [23], while the log-linear model with a delay 
period [24] has been proven to provide a good fit in a series of works 
[25–28]. Furthermore, similarly to other disinfection applications, 
SODIS demands a certain level of prediction of the success of the po
tential application, hence the early approaches of “single-hit, multi- 
target” or “multi-hit, single-target approaches [29] have evolved into 
stochastic models attempting to describe bacterial disinfection [30]. 
Nevertheless, the problem with empirical models is that they cannot 
offer significant insight into the disinfection process, as they tend to 
describe in mathematical terms the natural phenomenon with little 
natural significance or are over-fitted to describe a process, without a 
prediction capacity beyond the experimental space. In this sense, new 
models are called for, that have prediction potentials and incorporate 
the basic physicochemical and biological aspects of solar-thermal 
disinfection. 

In this study, we have implemented a multi-level, poly-parametric 
study of surface water disinfection (the Swiss Lake Geneva), by means of 
solar radiation, as a basis to harvest the necessary data and propose a 
new model that will predict the inactivation efficiency for SODIS in 
other candidate countries. More specifically, sunlight intensity, water 
temperature, Dissolved Organic Matter (DOM) content and turbidity, 
were chosen as independent variables, and the bacterial inactivation as 
the response. We aim to estimate and predict the bacterial inactivation 
by discretization of the possible environmental conditions, in order to 
develop a novel dynamic (time-resolved) model. Finally, an attempt to 
forecast the SODIS efficacy across the African continent was made as a 
case study: using ambient temperature and incident radiation values 
collected from open-source databases, and by applying the data acquired 
in the laboratory tests, the geographical distribution of the inactivation 
efficiency in the African continent was predicted in silico. 

2. Materials and methods 

2.1. Chemicals and reagents 

For the simulation of higher quantities of organic matter in water, 
Suwannee river NOM (reverse osmosis isolate, 2R101N) was purchased 
from the International Humic Substances Society (IHSS). Similarly, for 

the addition of suspended solids to simulate higher turbidity, kaolin 
(china clay) was used as received, purchased from Sigma-Aldrich. NaCl, 
KCl, Plate count agar and Select Yeast Extract used for the preparation of 
sterile bacterial growth and dilution media were also purchased from 
Sigma-Aldrich. BactoTryptoneTM was purchased from BD and the water 
used for the preparation of the saline solutions, growth media and agar 
was Mili-Q, from a Milipore (Merck) Elix apparatus (~15.8 MΩ.cm). 

2.2. Experimental details 

2.2.1. Light source and reactors 
Light was provided through a bench-scale CPS Suntest solar simu

lator (Atlas). The simulator is equipped with a Xenon lamp and illumi
nates a surface area of 560 cm2. The spectral composition is as follows: 
0.5% UVB (290–320 nm) ~ 5% UVA (320–400 nm) and the rest (up to 
800 nm) follows the solar spectrum (see supplementary Fig. S1). A UVC 
and an infrared (IR) cut-off filter ensure transmission in the aforemen
tioned wavelengths, while the system is air-cooled by ventilators. Global 
irradiance was monitored by a pyranometer-radiometer couple 
(Kipp&Zonen) and set at discrete levels, namely 0 (shut down), 400, 800 
and 1200 W/m2. The chosen irradiance values correspond to weak, 
moderate, and the approximately the maximum light irradiance values 
reaching earth’s surface. 

The reactors used were 4 cylindrical, double-wall, Pyrex glass rec
tors, with dimensions corresponding to 9 cm height, 6.5–7.5 cm inner- 
outer diameter (see supplementary Fig. S2). Their peripheral walls are 
opaque hence it is assumed that no lateral light penetration occurs. 
Hence, light is introduced from a 30-cm2 opening on the top. Water 
recirculating within the double walls of the reactors by means of a 
thermostat ensured effective control of water temperature (accuracy: 
±0.5 ◦C). Furthermore, a borosilicate glass, cover was placed on top to 
reduce UVB transmissibility and better simulate the SODIS field- 
conditions for polyethylene terephthalate (PET) or glass SODIS bottles, 
which almost completely block UVB irradiation (see supplementary 
Fig. S3). A magnetic bar was placed inside the reactors to induce stirring 
(350 rpm), while the whole system was placed on a magnetic stirrer. 
After each experiment, the reactors were washed with acid to remove 
organic matter and water minerals, rinsed multiple times with demin
eralized water and finally autoclaved (121◦C). 

2.2.2. Water matrix: Lake Geneva water characteristics 
In order to better simulate the natural water matrix and induce the 

temporal variability factor, weekly samples of lake water were collected 
from Lake Geneva (coordinates: 46◦30′33.3′′N, 6◦33′44.9′′E) and used as 
sampled (no filtration or pre-treatment). The samples were always 
stored in a refrigerated environment (~4 ◦C). Experiments on the sam
ples started only after they reached room temperature. The average 
physicochemical characteristics of the water for the duration of the 
sampling campaigns fall within the normal ranges for natural waters 
[31] and are given in detail in Table 1. 

For experimental purposes, in order to achieve the levels of NOM (in 
TOC-mg/L units) and turbidity observed in Table 1, the water was 
incrementally enriched with aliquots of a concentrated NOM or kaolin 
solution, respectively until the target values of TOC and turbidity were 
achieved. 

Table 1 
The physicochemical properties of Lake Geneva water.  

Parameter Lake Geneva water Units 

pH 8.3–8.7  
Total organic carbon (TOC) 0.8–1 (mg/L) 
Turbidity 0.5–0.7 NTU 
Hydrogen carbonate 100–120 (mg/L) 
Chloride 8–10 (mg/L) 
Sulfates 48–55 (mg/L) 
Nitrates 1.5–3.1 (mg/L)  
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2.2.3. Experimental design 
For the proper assessment of the effects and interactions of the var

iables involved in the SODIS process, a full-factorial experimental design 
was conceived and executed as described below: 

The following independent variables were chosen: global irradiance 
(I, W/m2); water temperature (T, ◦C); concentration of organic matter 
(DOM, mg/L TOC); turbidity (NTU); exposure (time t, min). Bacterial 
decay (inactivation, logU) was the response variable. Table 2 presents a 
summary of the tests, including the independent, dependent variables 
and the corresponding levels. The data with the bacterial inactivation 
results can be found online [32]. 

Concerning the organic matter content of the water used for SODIS, 
since Lake Geneva water contains relatively low quantities of DOM, 
0 corresponds to “no further NOM addition” and 6 to “required addition 
in order to reach 6 mg/L TOC”, respectively. For turbidity simulation, 
0 similarly means no kaolin addition and 50 means we added the 
necessary amount of kaolin particles in order to reach a turbidity of 50 
NTU. 

2.3. Microbiological methods 

2.3.1. Bacterial strain preparation 
Escherichia coli K-12 wild type strain was acquired from Deutsche 

Sammlung von Mikroorganismen und Zellkulturen, (DSMZ No. 498) and 
was used as a bacterial pathogen indicator proxy, as suggested by the 
World Health Organization [33]. The detailed procedure is published 
elsewhere [19]. Bacteria stored in cryo-vials were used to create the 
initial inoculum on agar, from which a colony was picked and cultivated 
in Luria-Bertani Broth (LB) for 8 h, under constant agitation at 37◦C in 
the dark. After 8 h, 1% dilution took place in LB and the strain was 
grown for 15 more hours till the stationary growth phase was reached. 
Purification of the strain took place by centrifuging for 15 min (5000 
rpm at 4◦C) and washing twice with isotonic saline solution (5 min, 
5000 rpm, at 4◦C with NaCl/KCl). The final pellet was dispersed in saline 
solution reaching a stock solution of 109 CFU/mL. Spiking of lake water 
was fixed at 106 CFU/mL just before experimentation. 

2.3.2. Bacterial plating and enumeration 
Determination of bacterial concentration was carried out following a 

previously published protocol [34]. Briefly, 1-mL samples were drawn 
from the body of the solution in the glass reactors and were immediately 
plated. Bacterial enumeration was by the standard plate count method, 
with 0.1 mL samples on 9-cm Petri dishes, containing non-selective plate 
count agar (PCA). Experiments were performed in duplicate (statistical 
replicates) on two separate occasions (biological replicates). In order to 
achieve countable dishes, serial dilution took place, and 2 consecutive 
dilutions were plated (technical replicates); the values shown in the 
graphs represent the mean and a standard deviation of < 15% was 
measured (error bars not shown for clarity of the figures). 

2.4. Bacterial inactivation modeling by GInaFiT 

In order to define the basic characteristics of the solar disinfection 
process, all cases were treated according to the following well- 
established model within disinfection studies, via the GInaFiT 

Microsoft Excel Add-in [22]: 
Shoulder/log-linear model [22,24]: 

N = N0 × e(− kmax×t) ×
(
e(− kmax×Sl) )/( 1 +

(
e(− kmax×Sl) − 1

)
× e(− kmax×t) )

(1)  

Where: 
N is the number of viable bacteria at time t; 
N0 is the initial number of bacteria at time 0; 
kmax is the slope of the regression (min− 1); 
t is time (min) 
Sl is the lag phase (Sl: shoulder length) (min) 
For identification purposes this equation can be re-arranged as: 

Log10(N) = Log10(N0) − kmax × t
/

Ln(10) + Log10
(
e(kmax×Sl) )/( 1

+
(
e(kmax×Sl) − 1

)
× e(− kmax×t) ) (2)  

2.5. Statistical analyses 

2.5.1. Static and dynamic modeling of bacterial inactivation: Theory and 
models 

In this section linear regression modeling is employed, in order to 
formulate the models describing bacterial inactivation. Linear regres
sion is an approach to modeling which predicts the relationship of ζ 
number of explanatory variables X to scalar response variables Y, with 
linear functions. The X are also referred to as independent, explanatory, 
input, predictor or exogenous variables or covariates or regressors. The 
Y are also called dependent, response, measured variables or regres
sands. To delineate bacterial concentration dynamics and provide an 
accurate insight into solar mediated bacterial inactivation in surface 
waters, multiple regression models are employed in the section in 
question. These models are linear in terms of estimation, as the regres
sion function is linear to the coefficients β, the unknown parameters of 
the independent variables. Hence, by considering the independent var
iables of the model as distinct variables, the techniques of multiple 
regression are used to compute the polynomial regression for a least 
square analysis. Furthermore, it should be noted that in the static 
expression of the models, the order of the observations does not affect 
the estimation of the variables, and a one-regressor model is of the form 
Yi = a + βiXi + εi, with a, βi constant coefficients ∈ R\{0}, and 
εi N(0, σ2) representing the residual errors that follow a normal distri
bution. On the other hand, in the dynamic regression models, the vari
ables evolve over time, so the observations are ordered by time. 
Therefore, starting from a static multivariate model Yi = β0 + β1Xi1 +

⋯ + βrXir + εi, the dynamic expression as an autoregressive process 
under the assumption that the observations of the independent variables 
X at time t are related to one time step before and one after. The model 
can be written by including a lagged value of the dependent variable Y 
on the right hand-side of the expression accompanied by the other 
explanatory variables, as such Yi,t = φYi,t− 1 + β0 + β1Xi1 ,t + ⋯ +

βrXir ,t + εi,t. In this expression the process errors follow a multivariate 
normal distribution. 

2.5.2. Statistical assessment of forecasting performance 
With regression, the model uses observed values for the variables to 

estimate predicted values of inactivation. The difference between 
observed and predicted values is described by the residual error term εi. 
Therefore, to predict the response variable, measurement of the residual 
error term is required. The regression models developed are assessed 
through the estimation of the residual error term, specifically an esti
mate ̂εi of the standard deviation of the sample of the given dataset. This 
error term allows us to measure the magnitude of difference between an 
observation of the sample and the sample mean, which indicates the 
quality of the regression fit to the given dataset. Using a least-squares 
regression approach, the estimated errors ε̂i are assumed to follow a 
normal Gaussian distribution, and are computed by the differences be

Table 2 
Experimental Design specifications.  

Variables Units Levels 

Irradiance W/m2 0, 400, 800, 1200 
Water temperature ◦C 20, 30, 40, 50 
Organic Matter mg/L 0, 6 
Turbidity NTU 0, 50 
Time min 0–420 
Response Variable   
Inactivation logU (CFU/mL)   
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tween the empirical observations Yi and the predicted Ŷ i (Equation (1)). 
The residuals’ assumption of normality is confirmed by corresponding 
Q-Q plots. 

ε̂i = Yi − Ŷi = Yi − (â + β̂Xi) (3) 

To render the estimated errors unbiased, the square root of variance 
is divided by the number of observations and variables involved. More 
explicitly the squared sum of the estimated errors is divided by df =

n − p − 1, resulting in the residual standard error σ̂ , where df are the 
statistical degrees of freedom of the model, n are the number of obser
vations, and p the number of independent variables involved to estimate 
the model (Equation (2)): 

σ̂ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(
ε̂i

)2

n − p − 1

√
√
√
√
√

(4) 

The residual standard error is used to assess the absolute fitness of 
the model to the data. The lower values indicate that the model predicts 
the dependent variable with low standard deviation of the unexplained 
variance due to involved variables from the true regression line. 

To evaluate the goodness-of-fit of the regression, we use the adjusted 
R2. The R2adj. is a version of the coefficient of determination R2, the 
latter being used to assess the relative fit between the averaged observed 
and predicted data. It penalizes independent variables considered in the 
model during its development, when they add variance without 
contributing to the explanation of the regression, as it uses the degree of 
freedom as shown in Equation (3): 

R2
adj = 1 −

(
1 − R2) n − 1

n − p − 1
(5) 

where n is the number of observations with which the model is 
developed, p is the number of independent variables, and n − p − 1 is the 
degree of freedom. Therefore, adjusted R2 is inversely related to the 
number of independent variables that are added in the model, while 
being proportional to R2. A value of adjusted R2 close to 1 indicates that 
the model explains the data better than a naïve model (average of all 
samples) with approximately zero error. Thus, as a statistical indicator 
of a model it is better than R2, because it has both a penalization and a 
rewarding factor, as well as being able to correlate the independent 
variables more efficiently. The regression models and the statistical 
analyses are developed in the R language (version 3.5) and the R Stats 
Package. 

2.6. Sunlight intensity values, cloud coverage measurements and 
temperature databases 

To estimate the disinfection rate, values of both incident radiation 
and temperature are required. To calculate them based on the yearly 
summarized values available in open databases, some assumptions were 
considered. As a first step, the theoretical maxima of irradiation were 
extracted from the Solar Calculator tool available in MeteoExploration 
website [35]. The actual radiation maps, with a precision of 0.5◦in both 
latitude and longitude were downloaded from the open database Global 
Solar Atlas [36], funded by the World Bank in order to help the devel
opment of sun-based technologies. The database provides data for direct 
normal irradiation (DNI), diffuse horizontal irradiation (DHI) and global 
horizontal irradiation (GHI). SODIS kinetics depend on the absorption of 
available photons, and its rate will depend on total incident radiation 
(TIR). To estimate this value, the direct normal incidence contribution 
(i.e., DNI) was added to the diffuse horizontal incidence contribution (i. 
e., DHI). As DHI is a measure of flux, considering the incidence angle of 
light, its contribution was doubled to obtain the associated incident 
radiation, considering isotropic distribution of diffuse light (Eq. (6)). 
Finally, instantaneous incident radiation was estimated from the yearly 
average data of daily accumulated doses using the average sun transit of 

12 h (Eq (7)). Fig. 1 shows the distribution of the four magnitudes in 
Africa. 

TIR = DNI + 2 DHI (6)  

Instantaneous incident radiation = TIR / 12 h (7)  

3. Results and discussion 

3.1. Description of the experimental space and modeling of disinfection 
kinetics 

Fig. 2 presents the results of the experiments, presenting various 
combinations of values indicated in the independent variables. More 
specifically, the various panels describe the experiments conducted in 
the dark (0 W/m2, for the evaluation of thermal events), and at low (400 
W/m2), moderate (800 W/m2) and maximum (simulated) sunlight in
tensity (1200 W/m2). These irradiance levels represent values of solar 
light that are likely to be encountered over the course of a daily exposure 
of a sample to daylight in SODIS candidate countries. The chosen irra
diance values correspond to approximately weak, moderate, and 
maximum light irradiance values reaching the Earth’s surface. The 
operational conditions tested showed only small differences regarding 
organic matter and suspended solid levels, so we simplified the data and 
regrouped the results by temperature and irradiance; the vertical bars 
indicate the best and worst performance presented at each time, in a 
pseudo-confidence interval manner, within which the inactivation of 
microorganisms will lie (detailed presentation of the experiments is 
given in Supplementary Fig. S4). 

Examining the effect of temperature up to almost 40 ⁰C, we noted 
that the thermal effect was negligible. However, at 50 ⁰C the process 
became thermally-driven and the inactivation of 106 bacteria took place 
in under 4 h. Irradiation of the reactor enhanced the process. For 
instance, at the lower level of 400 W/m2, the inactivation time 
decreased at water temperatures ≤ 40 ⁰C, while at 50 ⁰C the inactivation 
time was halved. Generally, for low(er) temperatures and low(er) irra
diance values, the process is adequately represented by a line in loga
rithmic scale, with a minor slope, while at intermediate and high values, 
the process displays a distinct lag phase, followed by a linear phase. The 
synergies that appear for low irradiance values are clear, as well as the 
expected improvement at average and high irradiance values 
(800–1200 W/m2). The observed synergies are related to a combination 
of thermal and solar-light mediated disinfection processes. Indeed, high 
temperature denatures protein structures affecting the stability of the 
cytoplasmic membrane as well as other enzymatic activities. The latter 
facilitates higher damage infliction by the solar light upon the cyto
plasmic enzymes, hence the disinfection efficiency increases exponen
tially [37]. Furthermore, as radical recombination reactions have much 
lower thermal activation energies than radical attack reactions towards 
bacterial components, the higher the temperature, the higher the 
exploitation of radicals, and therefore the higher the optically-driven 
inactivation. Increasing sunlight intensity (800 W/m2) produces 
enhanced inactivation at all water temperatures (≥20 ⁰C), which sug
gests that for the irradiance levels studied, there is a “solar threshold” 
above which solar-mediated inactivation of E. coli is effectively initiated. 
This process has been previously reported [38] and indicates the need to 
accumulate damage to inactivate the bacterial pathogens present in 
water. The reactors used in our study, as with SODIS containers typically 
used at household level, do not permit transmission of UVB irradiation 
[39], hence inactivation is a function of the internal oxidative damage 
initiated by inactivation of catalases, peroxidases and dismutases in the 
cell, initiating an internal photo-Fenton process, as published before 
[40,41]. However, we note once again, a faster inactivation of the mi
croorganisms in the samples at high-temperature. Finally, high irradi
ance values (>800 W/m2) showed that at low water temperatures, the 
process is optically-driven. 
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From the above measurements, we confirm the dual nature of inac
tivation: optically-driven at low water temperature values and thermally 
driven for T > 40 ⁰C. Synergy is observed in the range between these 
temperature limits [11]. However, at 50 ⁰C the linear character of 
inactivation by thermal processes does not present a shoulder, thus 
confirming that heat is the main driving force of bacterial inactivation in 
these cases (see Fig. 2). Since, heat plays a crucial role with regard to 
vital cell components such as nucleic acid, the cell wall, proteins 
[42,43], this accelerated cell death is expected. Also noteworthy is the 
minimal variation in effect with irradiance levels from the four DOM/ 
turbidity values tested at each temperature level (Fig. 2 - low/high DOM 
and low/high turbidity). More specifically, the optical inactivation is 
adversely affected by the presence of suspended solids and organic 
matter, while thermally driven processes are minimally affected. 

The experimental data indicate that the process is adequately rep
resented by a shoulder and/or a line (in log scale). As such, the model of 
Geeraerd and co-workers (Shoulder + log-linear fit) was assessed 
[22,24], and provide adequate descriptions of the process (R2 always >
90%). The results are summarized in Fig. 3. 

The applied disinfection modeling approach quantifies the initial 
observations, concerning the global evolution of the inactivation pro
cess, when irradiance and water temperatures increased. For instance, 
the inactivation rate (with k as its proxy) was almost constant in the 20 
⁰C − 40 ⁰C region, except for high irradiance values. Also, the increase of 
water temperature showed almost a linear effect on the lag phase of 
inactivation. It appears that the lack of optically sustained damage is 
replaced by the effect of heat. According to the literature, it is mainly 
thermally-mediated inactivation of catalases and superoxide 

Fig.1. Distribution of incident radiation in Africa (data acquired from [36]).  
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dismutases, that aggravate the internal oxidative stress and the subse
quent damage inflicted by solar light [44]. Finally, the times required for 
inactivation are in reasonable agreement for both methods, with better 
statistical evaluation indices in the case of the shoulder log-linear 
approach (the detailed results of the statistical analyses for the two 
models are presented in Supplementary Table S1). 

The results presented in Figs. 2 and 3 (and the respective supple
mentary material), indicate that the inactivation process could be rep
resented as a function of the level of sunlight intensity provided to the 
sample and the prevailing water temperature conditions during treat
ment, over time. Hence, a model connecting the time necessary for 
inactivation with irradiance and temperature should be possible. As 
such, we proceeded to formulate a model where bacterial inactivation 
was set as a dependent variable with light intensity (irradiance) and 
temperature (I, T) set as independent variables. The candidate model 
should cover several climate conditions for the areas of potential of in
terest, while taking into account the effect of latitude/longitude changes 
around SODIS candidate regions. 

Incorporating the model will allow prediction of bacterial inactiva
tion, and the statistical analysis will provide insight into the importance 
the factors implicated, such as light and water temperature, as well as 

their interaction effect as independent variables. Furthermore, the 
dependence of inactivation on these factors will be characterized ac
cording to their relationship. To this end, static and dynamic modeling 
of bacterial inactivation will be further assessed. 

3.2. Predicting solar disinfection: static and dynamic bacterial 
inactivation modeling 

3.2.1. Static modeling of bacterial inactivation 
A stochastic approach is hereby proposed that assesses bacterial 

inactivation by solar-assisted processes. The objective is to understand 
the relationship between bacteria and the conditions that affect their 
dynamics, hence regression models with static and dynamic expressions 
are introduced as an unbiased and repeatable method. Bacterial inacti
vation (in logarithmic scale) is selected as a representative response 
variable, as it is monotonic and could provide an unambiguous 
conclusion regarding their potential association with sunlight intensity 
and temperature over time. 

The objective of the static model is to predict bacterial inactivation 
under several climatic conditions. For this the experimental data of 
several water temperature levels, intensities, water compositions and 

Fig.2. Bacterial inactivation under simulated solar/thermal treatment. A) Dark experiments (0 W/m2). B) 400 W/m2. C) 800 W/m2 and D) 1200 W/m2. The different 
colors indicate the water temperatures during the test. The plotted points are the average performance of the different conditions (aggregate of the 4 distinct cases) 
and the error bars indicate the highest/lowest inactivation noted for each set of conditions. 

S. Samoili et al.                                                                                                                                                                                                                                 



Chemical Engineering Journal 427 (2022) 130866

7

other environmental conditions that are described in the previous sub
section (3.1) are modelled. 

To develop the proposed model, statistics of the linear combination 
of variables (time, temperature, sunlight intensity, DOM and turbidity) 
were studied, as well as combinations of linear and squared terms of the 
same variables. Those terms with the highest p-values were selected, in 
an attempt to achieve a balance between the model’s ability to predict 
the experimental data, and the number of parameters in the model. 
Tables S2 and S3 in the supplementary material show the results of the 
statistical analysis. 

The conception of the proposed model is based on the effect that the 
interactions of the synergistic solar/thermal factor and the thermal 
factor have on bacterial cultivability. This concept is formulated in 
Equation (8): 

Inactivation = Synergistic Solar/Thermal Effect+ Thermal Effect (8) 

The formulation suggests that a thermal effect can independently 
lead to bacterial inactivation, while in real applications solar light may 
imply an increase in water temperature, hence always acting simulta
neously, while the effect of DOM and SS at the levels tested were found 
to be negligible and were not considered further. An initial approach to 
model this concept resulted in a static model. The logarithm of bacterial 
inactivation, or logInact, is assigned as a response variable, in order to 
capture the dynamics relying on the behavior of the bacteria after 
exposure to heat T and intensity I, which describe the logInact and refer 
to current time instance t. The coefficients of the variables are denoted 
by βi. The intercept of the model is set to 0, as at time t = 0 the bacterial 
inactivation should be 0. 

Although this model had statistically significant interactions be
tween intensity, water temperature, and time (I × T × t and T× t), 
which have a physical meaning in explaining inactivation, it did not 
sufficiently describe the observations’ observed within the experimental 
space (Supplementary Table S2). As such, a higher order model was 
required (Supplementary Table S3). The second order variables that 
were introduced into the independent variables’ interactions were 
meant to better describe the hyperplane of the experimental space. 
Indeed, this model created a better fit to the data, with the R2

adj 

increasing from 0.7386 to 0.8784. It should be noted that the R2
adj adjusts 

to the number of independent variables, increasing only by the decrease 
of the residual variance, and not by the increase of the number of var
iables that are included in the model. Nevertheless, apart from the in
dependent variables’ interactions that reflect the conceptual base of the 
model (I2 × T × t and T2 × t) and appear statistically significant, the 
remaining interactions and variables are either statistically insignificant 
or without physical meaning. Consequently, the explanation of 87.8% of 
the variance found in the bacterial inactivation by an increased number 
of high and lower order terms is reasonable. 

Consequently, the static model that we propose is the most mini
mally adequate model that plays a dual role; it includes variables 
reflecting the hypothesis - namely the thermal and solar/thermal in
fluence factors - and maintains statistically significant variables with 
physical meanings. The model, the summary of linear output and the 
statistical performance evaluation are presented in Table 3. 

Based on n = 420 observations, both the solar/thermal and the 
thermal independent variables’ interactions positively affect bacterial 
inactivation (counted in logarithmic units). An increase in any of the two 
interactions indicates an increase in bacterial inactivation. For example, 
for a day with very good SODIS conditions (water temperature T = 30oC 
and intensity I = 800 W/

m2) and for t = 300 min the bacterial inacti

vation based on the estimated β coefficients would be 4.3× 10− 6 ×

8002 × 30× 300+ 3.8× 10− 10 × 302 × 300 = 24768 CFU/mL. 
Regarding the statistical significance of the two explanatory vari

ables, high P-values indicate that the relationship between the variables 
representing the solar/thermal and thermal interactions and the bacte
rial inactivation, is not based on chance since the null hypothesis can be 

Fig.3. Bacterial inactivation model parameters and necessary time for 4 log 
bacterial inactivation for each process, at the water temperature levels tested in 
the solar/thermal treatment (20–50 ⁰C). A) k constant. B) Lag phase duration 
(Sl). C) Time for 99.99% (4-log) elimination of E. coli. The different colors 
indicate the various irradiance values of the tests (0–1200 W/m2). Note the 
“infinite” shoulder at 0 and 400 W/m2 of panel B, at irradiance values which 
are adequately described by log-linear fitting and the logarithmic scale of Y-axis 
in panel C. 
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rejected with a confidence level of 99.9% for both interactions. 
Based on the statistical assessment, the static approach adequately 

models the bacterial inactivation, yielding good fits (71.7%) and high 
accuracy (1.168). The high value of the adjusted R2, which does not 
increase with every independent variable involved in the model as the 
R2, suggests that the proportion of total observed variance in bacterial 
inactivation explained by the model, is considerably better than that 
resulting from a naïve model. More explicitly, approximately 72% of the 
variance of bacterial inactivation can be explained by the model’s two 
main interactions of solar/thermal and thermal effect. The low residual 
standard error (RSE) denotes that the model predicts bacterial inacti
vation with a low error of ± 1.168 in logarithmic units on 418 degrees of 
freedom. Namely, 418 observations were used for the estimation, with 
only 2 variables as restriction. 

Furthermore, the independent variables are examined for multi- 
collinearity, as inter-correlation between these variables would inflate 
in absolute terms the estimated coefficients, variances and standard 
errors, and would result in the bias of the significance tests that depend 
on the aforementioned. Analysis of the Variance inflation factor (VIF)2 

for the two involved independent variables, resulted in both being equal 
to 1.51. This suggests that the variables are minimally correlated, hence 
the regression results are strongly reliable. Consequently, the proposed 
model can be used to estimate inactivation for most of the climatic 
conditions encountered in SODIS candidate countries. 

3.2.2. Dynamic modeling of bacterial inactivation 
To describe and predict the likely bacterial inactivation dynamics 

over time, a dynamic multivariate linear regression model is next pro
posed. To capture the spatio-temporal patterns in bacterial inactivation 
under similar circumstances as in the static model’s case (subsection 
3.3.1), the same variables are assessed. An additional explanatory var
iable is added to the model, to provide a time-varying, dynamic 
approach. This is the time-lagged variable of bacterial inactivation one 
time-step prior (t − 1) to the currently observed (in time t) bacterial 
inactivation. This is based on the rationale that the bacterial inactivation 
one time-step prior to the current step, affects the current bacterial 
inactivation. Hence, the time-lagged explanatory variable accounts for 
time variations. Fig. 4 summarizes the change in the computational 
approach. 

Predicting of bacterial inactivation at time t is a function of the 
bacterial concentration at time t − 1 and the prevailing environmental 

conditions of intensity and water temperature from time t − 1 until time 
t. The prediction horizon is set on one time-step, which is considered 
sufficient to detect essential changes (i.e., decay), without missing or 
accentuating any rapid fluctuations caused by growth or other 
adaptation-related biological events. A short forecasting horizon is 
required, in order to maintain acceptable prediction accuracy and 
interpretable predictions. 

This dynamic approach is described by the dynamic regression 
model presented in Table 4 that describes bacterial inactivation dy
namics across all climatic conditions considered with the indicators of 
water temperature and intensity over time, similarly to the static 
approach presented in Table 4. The statistical performance evaluation is 
presented in the same table. It is noted that the dynamic model corre
sponding to the second initial static prediction model, was also tested 
(Supplementary Table S4). However, similarly to the static approach, 
the lower order interactions and independent variables were without 
interactions and were statistically insignificant or without physical 
meaning, so no further analysis deems necessary. 

Both the solar/thermal and thermal factors represented by the 

Table 3 
Proposed static prediction model summary and statistical performance 
evaluation.  

YlogInact (t) = βI2 :T:t
(
XI2 XTXt

)

(t) + βT2 :t
(
XT2 Xt

)

(t)

Variable’s 
name 

Coefficient 
estimateβ  

Std. Error P-value Confidence 
level* 

YlogInact (t) (n = 420)    
βI2 :T:t  3.8× 10− 10  2.2×

10− 11  
< 2×

10− 16  
99.9% 

βT2 :t  4.3× 10− 6  3.5×

10− 7  
< 2×

10− 16  
99.9% 

RSE 1.168    
R2-adjusted  0.717    

* based on t- 
test     

* based on t-test 

Fig.4. Dynamic modeling approach: the concentration of bacteria at each time 
point is the concentration at the previous point reduced by the inactivation that 
took place in time Δt. The reactors initially contain only cultivable cells (green), 
for as long as the shoulder period lasts the cells sustain damage, but no inac
tivation occurs (purple cells), then inactivation starts (red cells), down to the 
point where total inactivation is achieved (with the possibility of having viable 
but not cultivable cells). 

Table 4 
Proposed dynamic prediction model summary and statistical performance 
evaluation.  

YlogInact (t) = φlogInactYlogInact (t− 1) + βI2 :T:t
(
XI2 XTXt

)

(t) + βT2 :t
(
XT2 Xt

)

(t)

Variable’s 
name 

Coefficient 
estimateβ  

Std. Error P-value Confidence 
level* 

YlogInact (t) (n = 420)    
φlogInact (t− 1) 1.127  0.036  < 2×

10− 16  
99.9% 

βI2 :T:t(t) 1.3× 10− 10  1.4×

10− 11  
< 2×

10− 16  
99.9% 

βT2 :t(t) 9.8× 10− 7  2.2×

10− 7  
7.7×

10− 6  
99.9% 

RSE 0.635    
R2-adjusted  0.916    

* based on t-test 

2 The variance inflation factor analysis is computed as the ratio of the sum of 
squared residual errors over the native variance of the variables, for n and not 
n-1 respecting the intercept 0. For factors’ values lower or equal to 1 the var
iables are not correlated, for 1 to 5 they are moderately correlated, and for 
values>5 are highly correlated. 
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explanatory variables’ interactions (of the squared intensity with tem
perature and time, and of the squared temperature with time), show the 
same behavior as in the static model, as was expected. More precisely, an 
increase in I2 × T × t or T2 × t indicates that in the forthcoming time 
step the bacterial inactivation will increase by the corresponding loga
rithmic values. So in a day with known or well-estimated water tem
perature and intensity conditions, the model can predict the bacterial 
inactivation of the forthcoming time step after a specific time period of 
exposure to light and the value lagged by one time step of bacterial 
inactivation (logInact(t − 1)). 

All independent variables are statistically significant, and the null 
hypothesis can be rejected with a confidence level of 99.9%. This sta
tistical assessment demonstrates that the dynamic approach of the 
proposed model adequately predicts bacterial inactivation at logarith
mic scale at one time step subsequent to the current, with very good 
fitting (91.6%) and high accuracy (0.635). The high adjusted R2 in
dicates that 91.6% is the proportion of variance of bacterial inactivation 
at time t that is explained by the proposed model, which is significantly 
better than the variance that would result from a naïve model. 
Furthermore, the model predicts the aforementioned bacterial inacti
vation with a low error of ± 0.635 on 417 degrees of freedom, as only 3 
variables out of the 420 observations are set as restrictions, being the 
independent variables. 

The Variance inflation factor (VIF) analysis for the two independent 
variables’ interactions suggests that the variables are minimally corre
lated, as the values are 2.20 and 1.97 for the solar/thermal and the 
thermal variables, respectively. For example, the VIF of the I2 × T × t 
variable indicates that the standard error for the coefficient of that 
variable is 

̅̅̅̅̅̅̅
2.2

√
= 1.48 times more inflated than if the variable had zero 

correlation with the other dependent variables. Given the small coeffi
cient of the I2 × T × t variable, produces a coefficient that is larger in the 
11th decimal (βI2 :T:t(t) should be 1.9 × 10− 10 instead of 1.3× 10− 10). This 
means that the error has little effect on the prediction of bacterial 
inactivation. Even for the time-lagged variable, the VIF of 2.8 does not 
indicate a multi-collinearity issue. The above observations suggest that 
the regression results are very reliable. 

As a provisional conclusion, we propose that the introduced dynamic 
model reliably describes and predicts bacterial inactivation across the 
numerous climatic conditions encountered in several countries, where 
SODIS application is or can be potentially applied. Furthermore, the 
synergy between the actions of the dual nature of light (photons, heat) is 
successfully captured by the statistically significant variables included in 
the model, which represent the solar/thermal and thermal factors and 
explain the bacterial inactivation. 

3.3. In silico prediction of SODIS efficiency: application in Africa as a 
case study 

In this section, based on the experimental results acquired and the 
produced models, we attempt to predict the likely bacterial inactivation 
across the African continent. Africa was selected as a case study, because 
high irradiance values and high water temperatures have been 
encountered during solar disinfection of surface and groundwater 
[45–48]. The irradiation corresponding to clear, cloudless skies, with 
uninterrupted irradiation, the yearly distribution of the theoretical 
maximum of sunlight intensity, as a function of the latitude, is depicted 
in Figure S5 with representative locations in South Africa and along the 
Rift Valley (Malawi, Uganda and Ethiopia). 

The irradiation profiles and thresholds indicate that most of the sites 
could theoretically achieve total inactivation, based on the results ac
quired in the disinfection experiments. For instance, in Uganda, the 
calculation suggests a minimum of 8 h available over the 400 W/m2 

threshold (min. irradiance in which inactivation took place in lab tests), 
hence SODIS could be effectively applied all year round. 

However, the actual local irradiance conditions greatly affect the 

possibility of SODIS application in Africa and have to be considered in 
the calculations and forecast of SODIS efficacy. Fig. 5 shows disinfection 
maps generated for Africa using the predictions of the inactivation 
models, based on the estimated yearly average values of temperature 
and actual (not theoretical) incident radiation from respective data
bases. Values of exposure time were calculated for a 4-log target inac
tivation of E. coli using the static model (Fig. 5A) and the dynamic model 
(Fig. 5B). 

The static model leads to a better description of the SODIS process 
potential based on yearly averaged values of irradiance and tempera
ture. In contrast, the dynamic model provides a better prediction of the 
disinfection performance if instantaneous experimental values of tem
perature and radiation (or hourly weather forecast) are available. 

The results of the static model (Fig. 5A) confirm that the required 
inactivation time is mostly below the standard value of six hours, apart 
from the most meridional latitudes in South Africa and the Rift Valley (i. 
e. region around Tanzania, Kenya, Ethiopia). This effect is attributed to 
the existence of higher overall cloud-cover and lower ambient temper
atures in the greener/wetter equatorial regions, and also the effect of 
higher temperature in the Sahara, Namibia, Kalahari, and Nubian 
deserts. 

Fig. 5B shows the predictions of the dynamic model. In this case, 
although the values of temperature and irradiance are in the range used 
for the fitting of the model, in most cases the level of inactivation of 4- 
log requires exposure time beyond the 8 h. This is due to the use of a 
logarithmic response variable with a higher-order model increases the 
uncertainty in the extrapolation of the model for in silico predictions, 
especially considering the non-linear nature of the time dependence of 
the model. As such, the model over-estimates the time necessary for 
exposure, given the aggregated, annual averages. However, if one knows 
the weather conditions at a smaller scale (e.g., monthly; see Figures S6A 
and S6B for July and January predictions respectively), the prediction 
becomes much more accurate. Furthermore, by applying this in a time 
horizon of one day, the model could provide sufficient prediction of the 
bacterial inactivation via SODIS, a more precise prediction than can be 
achieved using calendar months are obtained. A model such as the one 
presented here would allow the definition of a reliable and efficient a 
priori protocol to SODIS disinfect water according to the prevailing 
environmental conditions. Thus, this model represents a milestone to
wards an easier and more cautious (and hence safer) implementation of 
SODIS in those areas that lack facilities to treat water resources. 

4. Conclusions 

In this work, the prediction of SODIS efficacy was attempted to be 
made, based on the measured inactivation rates under laboratory con
ditions. This has led to the following conclusions:  

• The design of experiments chosen represents well water that is 
intrinsically clearer (e.g. groundwater) or that has undergone a 
filtration/sedimentation, even a rudimentary one. This results in low 
values of turbidity (<50 NTU) and DOM quantities (6 mg/L). The 
inactivation was achieved well within the timeframe of 6-h exposure 
and the kinetic constants describing the inactivation were well 
correlated with water temperature and irradiance values.  

• Temperature has been found to greatly enhance inactivation and is 
the main driving force in the absence of sunlight or for irradiance 
values<800 W/m2. At the upper range of water temperatures tested, 
inactivation occurred with lower irradiance values as well. Hence, in 
order to ensure efficacy, optical and thermal thresholds should be 
considered.  

• The static and dynamic models introduced describe and successfully 
predict bacterial inactivation under numerous global climatic con
ditions. This is reinforced by the models’ predictive performance 
which has significant prediction certainty, namely low residual 
standard errors (1.168 and 0.635 respectively). Furthermore, the 
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variance inflation analyses for the independent variables of both 
models suggest that there is no multi-collinearity issue, so predictive 
strength is not compromised. 

• Introducing realistic field values of cloud coverage, incident irradi
ation and ambient temperature leads to an estimation of the time 
necessary for solar exposure in order to acquire safe water according 
to WHO (4-logU bacterial inactivation). The static model performed 
better in the ranges tested in the lab, while the dynamic model 
overestimates the times necessary, albeit at a fail-safe range.  

• Application of the models in Africa produced a valuable map of the 
times necessary for SODIS exposure to inactivate 4-logU (99.99%) of 
the bacterial concentration in water, which could act as a guideline 
or a policy implementation tool for SODIS applications in the 
continent. 

Nevertheless, we believe that we should draw attention to the 
following matters which may affect real applications. To allow for the 
possibility of using highly contaminated water sources, as is often the 
case in water scarce regions, any future design should further explore 
turbidity values as high as 200–300 NTU and DOM up to 10–15 mg/L. 
Secondly, although the models fitted the inactivation well, it is crucial to 
more mechanistic aspects related with bacterial inactivation (e.g. DNA 
damage, enzyme inactivation, specific thermal effects). Future steps in 
dynamic modeling should incorporate these constantly time-varying 
elements as well as the evolution of the total bacterial concentration. 
Finally, the addition of chemical matrix effects in indirect pathways of 
bacterial inactivation should also be considered; besides direct UV/ 
thermal actions, the generation of transient and photo-induced reactive 
species should be contemplated at least at lab scale. Furthermore, an 
assessment of the eventual by-products generated during SODIS may 
help to better evaluate the safety of the final water matrix for practical 
applications. The intrinsic difficulties of precise measurements in the 
SODIS regions should be compensated by the highest level possible of 
laboratory precision. 
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model of the Escherichia coli inactivation by solar disinfection based on the photo- 
generation of internal ROS and the photo-inactivation of enzymes: CAT and SOD, 
Chem. Eng. J. 318 (2017) 214–223. 

[11] K.G. McGuigan, T.M. Joyce, R.M. Conroy, J.B. Gillespie, M. Elmore-Meegan, Solar 
disinfection of drinking water contained in transparent plastic bottles: 
characterizing the bacterial inactivation process, J Appl Microbiol. 84 (1998) 
1138–1148. 
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[41] S. Giannakis, M.I.P. López, D. Spuhler, J.A.S. Pérez, P.F. Ibáñez, C. Pulgarin, Solar 
disinfection is an augmentable, in situ-generated photo-Fenton reaction-Part 2: A 
review of the applications for drinking water and wastewater disinfection, Appl. 
Catal. B Environ. 198 (2016) 431–446, https://doi.org/10.1016/j. 
apcatb.2016.06.007. 

[42] R.A. Blaustein, Y. Pachepsky, R.L. Hill, D.R. Shelton, G. Whelan, Escherichia coli 
survival in waters: Temperature dependence, Water Res. 47 (2) (2013) 569–578, 
https://doi.org/10.1016/j.watres.2012.10.027. 

[43] P. Chakraborty, A Textbook of Microbiology, New Central Book Agency, 2005. 
[44] M.B. Fisher, K.L. Nelson, Inactivation of Escherichia coli by Polychromatic 

Simulated Sunlight: Evidence for and Implications of a Fenton Mechanism 
Involving Iron, Hydrogen Peroxide, and Superoxide, Appl. Environ. Microbiol. 80 
(2014) 935–942. 

[45] R. Nalwanga, B. Quilty, C. Muyanja, P. Fernandez-Ibañez, K.G. McGuigan, 
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